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Abstract 

Training service Siap Kerja has an important function in improving the quality of human 
resources and developing a competent workforce in various industrial sectors. To ensure trainee 
success and satisfaction, sentiment analysis in trainee reviews is essential to evaluate the 
strengths and weaknesses of the service offered. This research intends to compare the 
performance of algorithms Support Vector Machine (SVM) and Naive Bayes in sentiment 
analysis of trainee reviews on pages service training Siap Kerja. Review data was collected using 
web scraping on the Siap Kerja training service page by collecting ratings and reviews of training 
participants after completing the training they attended on the page training service Siap Kerja. 
Methods of data pre-processing, data sharing, feature extraction, model training, model 
evaluation, and results analysis were used in this research. The research results show that the 
SVM model has higher accuracy (0.93) compared to the Naive model Bayes (0.80). Additionally, 
positive sentiment was found at 99%, negative at 0.3%, and neutral at 0.7%. ased on the results 
of this research, it is recommended that the SVM model be used in sentiment analysis in the 
context of Siap Kerja training services and that the model be optimized to improve performance 
in classifying reviews with negative or neutral feelings.   
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1. Introduction 

Siap Kerja training services are training programs organized by government or private 

institutions to improve the skills and competencies of the workforce. This training service aims 

to help trainees improve their readiness to enter the world of work and meet industry needs. 

To ensure trainee success and satisfaction, sentiment analysis on trainee reviews is 

important to identify the strengths and weaknesses of the services provided. Sentiment analysis 

research needs to be carried out on Siap Kerja training service reviews for several reasons, 

including: Sentiment analysis research on Siap Kerja training service reviews is very important 

for understanding customer satisfaction (Naseem et al., 2021; Zhu et al., 2022), improving service 

quality (Ain et al., 2017), visualizing user opinions (Naseem et al., 2021), monitoring the 
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effectiveness of training services (Pu et al., 2021), and benchmarking against competitor (Liu et 

al., 2019). By conducting sentiment analysis, providers can make informed decisions to improve 

the overall quality and effectiveness of their training services. The introductory section explains 

the disclosure of background, problems, and objectives accompanied by supporting data for 

conducting research. 

This paper offers a study on sentiment analysis of Siap Kerja training service evaluation using 

two general machine learning methods, Naive Bayes and Support Vector Machine (SVM). This 

research intends to compare the performance of algorithms Support Vector Machine (SVM) and 

Naive Bayes in sentiment analysis of Siap Kerja trainee reviews. Based on the literature 

assessment, the SVM approach is generally superior to Naive Bayes in many applications of 

sentiment analysis (Dey et al., 2020; Kristiyanti et al., 2018; Rahat et al., 2019; Shivaprasad & 

Shetty, 2017; Sugitomo et al., 2021; Surya & Subbulakshmi, 2019). 

In previous related research, various studies have been conducted to compare the 

performance of SVM and Naive Bayes in sentiment analysis, such as in Amazon product 

evaluations, public opinion about West Java Governor candidates for the 2018-2023 period on 

Twitter, and restaurant review (Dey et al., 2020; Kristiyanti et al., 2018; Rahat et al., 2019)datasets. 

The results of this research show that the SVM method tends to provide better performance 

compared to the Naive method Bayes (Dey et al., 2020; Kristiyanti et al., 2018; Rahat et al., 2019; 

Shivaprasad & Shetty, 2017; Sugitomo et al., 2021; Surya & Subbulakshmi, 2019). 

Based on the theorem Bayes and assuming independence between features, Naive Bayes is a 

probabilistic classifier (Tripathi et al., 2019). It has been successfully implemented in various 

domains, including spam filtering (Feng et al., 2016)and prediction of student performance 

(Tripathi et al., 2019). SVM, on the other hand, is a powerful and adaptable classifier that seeks 

to identify ideal hyperplanes that subdivide multiple classes in feature space (Marianingsih & 

Utaminingrum, 2018). It has been used for various classification tasks, such as road surface type 

classification (Marianingsih & Utaminingrum, 2018)and object classification (Jindal et al., 2023). 

This research combines sentiment analysis using SVM and Naive approaches Bayes, as well 

as using Word2Vec as a feature extension. The originality of this research involves the application 

of Word2Vec to improve sentiment classification performance in the context of Siap Kerja 

training services. Word2Vec has proven useful in improving sentiment classification performance 

for political viewpoints on Twitter, therefore it is expected to provide performance improvements 

in the context of Siap Kerja training services (Dimas Lutfiyanto & Setiawan, n.d.). 

In this study, we will examine the performance of the algorithm Naive Bayes and SVM in the 

context of sentiment analysis in the evaluation of Siap Kerja training services. The comparison 

will be based on several evaluation measures, such as accuracy, precision, recall, and F1 score. 

Additionally, we will analyze the advantages and limitations of each strategy and provide insight 

into their relevance in real-world circumstances. 
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In this regard, this research will make an important contribution in finding the most 

effective method for sentiment analysis in Siap Kerja trainee reviews, as well as provide 

recommendations for improving the quality of training services. 

 

2. Research Methods 

In the context of sentiment analysis in SiapKerja trainee reviews, the research method used 

involves several stages, from data collection to model evaluation. Method study shown in Figure 

1. 

 

Figure 1. Flowchart Method Study 

Data used in the study This originates from reviewing participants who have been finishing 

their training . Follow that total of 2000 reviews. Data obtained with web scraping on the page 

service training Siap Kerja, with take participant ratings and reviews training on the page service 

training Siap Kerja. This data will used as input For training and testing classification models' 

sentiment. 

Data preprocessing is carried out To remove noise, such as deleting characters specifically, 

changing text to make letters small, and removing the stop word. Next, tokenization and 

stemming / lemmatization are done To reduce variations of the same word. Data is imported 

using the Panda's library and read from a CSV file. Review and rating columns were chosen as 

variable independent and dependent. Stemmer and eraser objects stop words made use of Literati 

library. Function preprocess defined For do pre-processing text, which includes: 

a) Change text to letter small. 

b) Wipe non- alphanumeric characters. 

c) Separate text into word tokens. 

d) Wipe stop words of tokens. 

e) Perform stemming on the token. 

f) Merge tokens back to text. 

A review column is provided as preprocess function. Then it separated into two sets, called 

training data and testing data. The Classification model trained using training data, and model 

performance is evaluated using test data. The data separated into training data and test data with 

ratio 80:20. 
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Text converted becomes a feature vector that can used by the algorithm classification using 

Word2Vec. Representation vector from the word that describes it connection semantics between 

words in text generated by Word2Vec. Text changed becomes a word list for Word2Vec. The 

Word2Vec model is trained on pre-trained data. The word2vec_mean function is defined For 

convert a list of words to mean vector. Word list changed become average vector for training data 

and testing data. 

Classification model sentiment trained using training data and existing features extracted 

with SVM and Naive Bayes algorithms. Algorithm parameters customized For reach performance 

best. Object GaussianNB made For do classification with naïve Bayes method. The Naïve Bayes 

model is trained with training data. Predicted test data labels using a naive Bayes model. The SVC 

object is created For do classification with SVM method. The SVM model is trained with training 

data. Test data labels predicted using the SVM model 

Test data is used For evaluate performance of the trained model. Indicator evaluation like 

accuracy, precision, recall, and F1-score are calculated For evaluate model performance. 

The performance of SVM and Naive Bayes models is compared For determine method best 

in context service training Siap Kerja. Besides the, influence of Word2Vec is deep increase 

performance classification sentiment analyzed. 

Based on analysis result, created conclusion about method best For analysis sentiment in 

context service training Siap Kerja. Recommendation For study more carry on or development 

application practical from selected method given. 

 

3. Results and Discussion 

 Naive model results The Bayes shown in Figure 2 show lower performance compared to the 

SVM model. The naive Bayes model has an accuracy of 0.7985714285714286. Although this 

accuracy is quite high, the model performs poorly in classifying reviews with negative or neutral 

sentiment. The Fusion Matrix and Classification report shows relatively low performance for 

classes 1-4, with low f1 scores and low recall. This shows that the Naive Bayes model was less 

effective at classifying reviews with negative or neutral sentiment. 
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Figure 2. Naïve Bayes results 

In the context of sentiment analysis in Siap Kerja trainee reviews, the Naive model Bayes 

may not be powerful enough to identify existing patterns in text data. This may be due to several 

factors, such as the assumption of independence between the features used by Naive Bayes, which 

may not always be true in the context of text. 

Although the overall accuracy of the Naive model Bayes is quite high (around 80%), poor 

performance in classifying reviews with negative or neutral sentiment suggests that this model 

may not be suitable for sentiment analysis in this context. 

From the results of this research, it can be concluded that the Naive model Bayes was less 

effective in classifying Siap Kerja trainee reviews with negative or neutral sentiment. Therefore, 

researchers use another, more effective classification model, namely SVM. 

Support Models Vector Machine (SVM) shows better performance compared to Naive model 

Bayes. The SVM model has an accuracy of 0.9257142857142857, which is higher than the accuracy 

of the Naive model Bayes. As shown in Figure 3. 

 

Figure 3. SVM results 
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Fusion's Matrix and Classification reports show better performance than Naive Bayes, 

especially for class 5, with high f1 scores and high recall. This shows that the SVM model is more 

effective in classifying reviews with positive sentiment. 

In the context of sentiment analysis in Siap Kerja trainee reviews, the SVM model is able to 

identify existing patterns in text data better than Naive Bayes. This may be due to the ability of 

SVM to find the best hyperplane that separates classes in a higher feature space, resulting in 

better classification performance. 

As Figure 4 suggests, this study obtained 99% positive, 0.3% negative, and 0.7% neutral 

sentiment from Siap Kerja training participant reviews. The following is an explanation of the 

impact of this research on Siap Kerja training services: 

 
Figure 4. Distribution Sentiment 

Positive Sentiment (99%), with a very high percentage of positive sentiment, shows that the 

majority of trainees are satisfied with Siap Kerja training services. This indicates that the training 

services provided have succeeded in meeting the needs and expectations of the training 

participants. In this case, training organizers can continue and maintain the good practices that 

have been implemented. 

Negative Sentiment (0.3%), The low percentage of negative sentiment indicates that only a 

small percentage of trainees are dissatisfied with Siap Kerja training services. Even though the 

number is small, training organizers must still pay attention to input from training participants 

who leave negative reviews. In this case, training providers need to identify and address existing 

problems or deficiencies in training services to improve overall service quality. 

Neutral Sentiment (0.7%), A percentage of neutral sentiment indicates that a small 

percentage of trainees have a neutral view of Siap Kerja training services. Training providers 
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should consider feedback from trainees who provide neutral reviews and look for ways to improve 

services to better meet trainees' needs and expectations. 

 

Figure 5. Frequently Appearing Words in Reviews 

With a word cloud as shown in Figure 5, words that represent positive sentiment will be 

displayed with a larger font size, such as very good, easy, understandable and so on. This indicates 

that the majority of training participants are satisfied with the services provided. Meanwhile, 

words representing negative and neutral sentiments will be displayed in a smaller font size, 

indicating that only a small percentage of trainees are dissatisfied or have a neutral view of Siap 

Kerja training services. 

Using word clouds, Siap Kerja training providers can more easily identify trainee satisfaction 

and understand which service aspects have successfully met trainee needs. Additionally, the 

cloud can help training providers make more informed decisions to develop and improve the 

services they offer. 

The results of this research show that the majority of training participants are satisfied with 

the services provided in the context of Siap Kerja training services. However, training providers 

should remain alert to both negative and neutral reviews and strive to continuously improve the 

quality of training services. In addition, the results of this research also show that the SVM model 

is more effective in classifying the sentiment of trainee reviews, so it is recommended that this 

model be used in sentiment analysis in the context of Siap Kerja training services. 

Sentiment analysis of Siap Kerja trainee reviews has important implications in the 

employment context. By understanding trainee sentiment, training service providers can improve 

the quality of their programs to better prepare a skilled and Siap Kerja workforce. 

Effective training is critical to developing a competent and adaptive workforce. By analyzing 

participant feedback, training providers can identify areas that need improvement, such as 
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curriculum, instructors, or facilities. This can ultimately increase participants' success in entering 

the job market and contribute to overall workforce productivity. 

Overall, this research highlights the importance of considering participant feedback in 

designing and improving workforce training programs. By applying sentiment analysis 

techniques, training providers can take a data- driven approach to improving employment 

outcomes and supporting the development of a skilled and competitive workforce. 

 

4. Conclusion and Recommendations 

Analysis sentiment on skillhub Siap Kerja reviews using the Support method Vector Machine 

(SVM) and Naive Bayes shows different performance. The SVM model has higher accuracy 

(0.9257142857142857) compared to the Naive model Bayes (0.7985714285714286). Additionally, 

the SVM model is more effective in classifying reviews with positive sentiment, whereas Naive's 

performance Bayes in classifying reviews with negative or neutral sentiment is still low. 

Sentiment analysis of Siap Kerja trainee reviews has important implications in the 

employment context. By understanding trainee sentiment, training service providers can improve 

the quality of their programs to better prepare a skilled and Siap Kerja workforce. 

The research method used involves several stages, starting from data collection to model 

evaluation. The data used comes from 2000 reviews of trainees who have completed their 

training. Data preprocessing is carried out to remove noise and prepare data for analysis. 

By conducting sentiment analysis, training service providers can make informed decisions 

to improve the overall quality and effectiveness of their training services. This can help reduce 

skills gaps and improve the match between job seekers and available job vacancies. 

This research makes an important contribution in finding the most effective method for 

sentiment analysis in Siap Kerja trainee reviews, as well as providing recommendations for 

improving the quality of training services in the employment context. 
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